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Abstract 

In scheduling the transmission of messages in a WDM 
network, we are facing not only the channel assignment 
problem but also message sequencing problem In this 
paper, we propose and evaluate a new reservation- 
based message scheduling algorithm for single-hop, 
WDM passive star lightwave network which addresses 
both the assignment aspect and the sequencing aspect 
of the problem. We compare the performance of the 
algorithm which only addresses the channel assignment 
issue with the performance of our new algorithm 
theoretically and experimentally and demonstrate that 
our new algorithm has significant improvement over the 
performance of a WDM network with a scheduling 
algorithm that does not consider the message 
sequencing problem. As a result, we anticipate that 
this research can open new directions into the problem 
of message scheduling on WDM networks. 

Keywords: Optical network, Wavelength-Division- 
Multiplexing (WDM), Medium access control protocol, 
Scheduling algorithm. 

1. Introduction 

The recent developments in fiber optic technology is 
making the design of gigabit networks possible. Gigabit 
networks can provide a very large bandwidth capable of 
carrying various transmission signals with very 
different frequencies. The technique of Wavelength 
Division Multiplexing (WDM) is shown to be an 
effective method to utilize the large bandwidth of an 
optical fiber. Several system structures of the optical 
WDM networks have been proposed as in [l, 21. A 
typical and simple network is the structure with a 
single-hop topology which directly connect the network 
nodes to a passive star coupler [3]. Based on the 
hardware structure of a WDM optical network, multiple 
media access control protocols are needed to schedule 
the messages lo be transmitted thruugh lhe mulliplc 

channels of the optical fiber. In particular, the design of 
an access protocol that make efficient use of the channel 
resources while satisfymg the messages and system 
constraints is highly expected. The protocols and 
algorithms proposed on this system structure of WDM 
optical network can he divided into two different 
categories: the pre-allocation-based techniques as in [3, 
4, 5, 61; and the reservation based techniques as in [7, 
8, 9, 10, 111. The pre-allocation-based techniques 
assign transmission rights to different nodes in a static 
and predetermined manner. The reservation-based 
algorithms reserve one of the available channels as the 
control channel to transmit global information about 
messages to all the nodes in the network. The other 
channels are used to transmit real messages. 
Reservation-based techniques are more dynamic in 
nature and assign the transmission rights to the 
messages based on run-time availability of the receiving 
node and the channel in the network. These algorithms 
are especially beneficial to aperiodical and variable- 
length messages. The objective of the reservation-based 
protocol is to efficiently schedule message transmission 
while effectively avoiding both data channel collisions 
and message receiver collisions. Our work in this paper 
focuses on the reservation-based technique. 

The channel assignment issue of the reservation-based 
scheduling has been extensively addressed in the 
literature. While the message sequencing issue has not 
received much attention among current available 
reservation-based scheduling algorithms. Most of the 
existing reservation-based approaches schedule 
messages individually and independently of one 
another. They ignore the fact that the way to choose the 
order of the message transmission may affect the 
performance of the protocol of the network. To the best 
of our knowledge, only our previous paper 1121 has 
addressed the issue of sequencing the messages to be 
transmitted to improve the performance of a WDM 
optical network. Using that protocol, the order of 
mcssnge transmission is dmermined by thc mcssagc 

0-7803-4984-9/98/$10.00 0 1998 IEEE. 



2334 

length, This algorithm has been shown to significantly 
improve the performance of a WDM network. However, 
if the difference among the lengths of the messages in a 
transmission frame is small, the effectiveness of the 
algorithm will he decreased. Also it fails to consider the 
problem that messages can be blocked when they try to 
avoid ieceiver collisions. 

In this paper, we propose and evaluate a new 
reservation-based protocol for scheduling variahle- 
length messages. In our algorithm, we consider to use 
the information of the receivers’ state to impose a 
priority on the ordering in which messages are 
transmitted. We also consider to use the Earliest 
Available Time Scheduling (EATS) algorithm [9] to 
deal with the problem of channel assignment. 

The remainder of this paper is organized as follows. 
Section 2 specifies our system model and the problem to 
be addressed. Section 3 presents our new algorithm and 
the techniques involved. Section 4 provides our 
analytical performance model of the RO-EATS 
algorithm. Section 5 shows our results from simulation 
experiments and theoretical analysis to compare the 
performance of the two algorithms. Finally, section 6 
concludes the paper with a summary of the results. 

2. WDM Model and Scheduling Problem 

In this paper, we consider message transmission in a 
single-hop WDW optical network whose nodes are 
connected to a passive star coupler via two ways fibers. 
Each direction of the fiber supports C+1 WDM 
channels with the same capacity and there exist N nodes 
in the network. The C channels, referred to as data 
channels, are used for message transmission. The 
remaining channel, referred to as the control channel, is 
used to exchange glohal information among nodes 
about the messages to be sent. The control channel is 
the basic mechanism for implementing the reservation 
scheme. Each node in the network has two transmitters 
and two receivers. One transmitter and one receiver are 
fixed and are tuned to the control channel. The other 
transmitter and receiver are tunable and can tune into 
any data channel to access messages on those channels. 

The nodes are assumed to generate messages with 
variahle length which can be divided into several 
equal-sized packets. The basic time interval on the data 
channels is the transmission time of one packet. The 
nodes are divided into two non-disjoint sets of source 
nodes s, and destination nodes d? A queue of messages 
to be transmitted is assumed to exist at each source 

node s,. 

A Time Division Multiple Access (TDMA) protocol is 
used on the control channel to avoid collision of the 
control packets belonging to different nodes. According 
to this protocol, each node can transmit a control packet 
during a predetermined time slot. The basic time 
interval on the control channel is the transmission time 
of a control packet. N control packets make up one 
control frame on the control channel. Thus, each node 
has a corresponding control packet in a control frame, 
during which that node can access the control channel. 
The length of a control packet is a system design 
parameter and depends on the r m h r  of messages I 
about whicli each node is allowed to broadcast, and the 
amount of control information on each message (e.g., 
the address of the destination node, message length). 
Figure 1 illustrates some of the basic concepts in our 
model. 
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Figure 1. Data and control channel configuration 

3. Scheduling Algorithm 

Like the other reservation-based protocols, the 
procedure of messages transmission and reception in 
this system model works as follows: A node has to 
transmit a control packet on the control channel in its 
assigned time slot before sending a message to its 
destination node. After one round-trip propagation 
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delay, the destination node and the other nodes in the 
network receive the control packet. Then the distributed 
scheduling algorithm is invoked by each node to 
determine the data channel and transmission time slots 
of this message transmission. Once the message is 
scheduled, the sending node’s transmitter will tune to 
the scheduled data channel and sends this message at 
the scheduled time. The receiver of this message 
destination node should tune to that channel to be ready 
to receive the message. After the propagation delay, the 
message will arrive at the destination node and it is 
received. 

We form our new receiver-oriented scheduling 
algorithm based on the basic channel assignment 
algorithm, EATS [ 9 ] .  Our proposed receiver-oriented 
algorithm (RO-EATS) first considers the earliest 
available receiver among all the nodes in the network 
and then selects a message which is destined to this 
receiver from those which are ready and identified by 
the control frame. After that, a channel is selected and 
assigned to the selected message by the EATS 
algorithm. Our new algorithm makes full use of the 
global information on each message and the system 
states of the network to improve the performance of the 
WDM optical network. 

The basic idea of the EATS algorithm is to assign a 
message to a data channel that has the earliest available 
time slots among all the channels in the network. In 
order to keep a record on the channel and receiver 
usage and their states, two tables are used and reside on 
each node, which are denoted as Receiver Available 
Time array, RAT, and Channel Available Time array, 
CAT, RAT records the non-available times of the 
receiver on each node from the current time in the 
packet slot unit. CAT records the non-available times of 
each channel from the current time. Both of them are 
dynamically decreasing with time units. With these 
global information on each node, the distributed EATS 
works as follows: Transmit a control packet on the 
control channel; Choose a channel with the earliest 
available time; Calculate the transmission time of a 
message based on two tables; and Update the two tables 
according to newly scheduled message. 

Based on the network structure, the transmission 
channels and the receivers can be considered as two 
kinds of resources in series to he exclusively occupied 
by messages when they are transmitted. This fact may 
lead messages to be blocked when the scheduler tries to 
avoid the receivers’ collision. To this problem, we have 
the idea of keeping two or more scheduled consecutive 

messages away from being destined to the same 
destination node. As the CAT and RAT provide the 
information on the states of these two kinds of resources 
respectively and they are the global information 
available to all the nodes in the network, our scheme to 
choose a suitable message to he transmitted is to use the 
information on the states of the receivers according to 
RAT to avoid lots of messages being destined to one 01 
a few nodes at the same time. This message’s selecting 
scheme has the ability to sequence the messages 
presented in the control frame according to the 
information of the receiver states. 

The RO-EATS algorithm can he used to schedule 
messages belonging to one control frame. The 
messages’ queue at each node can be considered to have 
only one capacity when this algorithm is in execution. 

We assume that there are M nodes and W channels. The 
messages have variable lengths that follow an 
Exponential distribution. The messages can he 
transmitted from source node i to destination node j ,  
where i#j, and i ,  j E M .  The RAT Table can he 
expressed as an array of M elements, one for each node. 
RAm] = n, where j = 1, 2, _.., M, means that node j will 
be free after n time slots. The CAT Table can be 
expressed as an array of W elements, one for each 
channel. CAnk]  = m, where k = 1,2,  _.., W, means that 
channel k will be available after m time slots. The RO- 
EATS algorithm for one message transmission can be 
expressed in detail as follows: 

The RO-EATS algorithm 
message choosinR scheme: 

Sort RAT in non-decreasing order by the value of 
RAT to form a new RAT [il; 
Check whether the current message is destined to 
node j ,  j=O; 
If no, jump to nl; if yes, jump to channel 
assignment scheme; 
nl: 

The current message waits until next time to be 
checked; 
Check other messages in the frame whether one 
of them destined to node j ;  
If no, jump to n2; if yes, jump to channel 
assignment scheme; 

1 = 1 + 1 ;  
Check other messages in the frame whether one 
of them destined to node j ;  
If no, jump to n2, If yes, jump to channel 
assignment scheme; 

n 2  



channel assianment scheme: 
Sort CAT in non-decreasing order by the value of 
CAT to form a new CAT [kl;  
Use the channel k to transmit the message; 
Calculate r = RAT[j] + T, t, = rnax(CATIk1, r), 
rz = max(t, + R, r); 
where Tis the Transmitter’s tuning time, 
R is the propagation delay. 
Schedule the message transmission time at 
t = t 2  - R ;  
Update RAml= tz + m, CAnk] = tz - R + m. 
where m is the message length. 

4. Performance Analysis 

To compare the performance of the scheduling 
algorithms, we set up an approximate mathematical 
model for a WDM network using the RO-EATS 
algorithm. The goal of this model is to study the 
performance of a WDM network taking our new 
algorithm under the condition of a limited number of 
data channels in the system. It is the case that in a real 
WDM network the number of channels are less than the 
number of the nodes. The performance metric which we 
focus on is the average delay time of the messages in 
the network. 

In order to make the model show the main 
characteristics of the system, several assumptions are 
used and can be summarized as follows: 
1) Tuning time is ignored, is set to he 0. 
2) The message population is finite, which is the 

number of the nodes in the system, M ,  as we 
consider one message at the head of each queue of 
each node. 

3) For each of the nodes, the arrival messages have 
their own independent message arrival rate 
distribution with the same mean valueof 1 and 
is a Poisson process. 

4) The message transmitted by a node can be destined 
to every other node with equal probability. 

5 )  The message length of the message stream at each 
node is a random variable following the 
Exponential distribution with same mean value of 
1IF. 

As the RO-EATS algorithm is basically a kame 
scheduling algorithm mentioned in [121, the number of 
steady states is finite. A WDM network using the RO- 
EATS algorithm can be modeled as a k steady states 
Markov process, which contains k messages in the 
system. Those messages may be transmitted by the 
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channels which are the earliest available to them or in 
the queue waiting for the channels. The Markov model 
can be expressed as follows: The message arrival rate 
into the system, when the system is in the k state, equals 
to (M - k)  xA, where k = 0, 1, 2, ... , M. The service rate 
can be expressed by: when k 5 W: = p A  ; when k > 
W = pxW. Where is the system service rate 
when the system is at state k, and p is the reciprocal of 
the mean value of message length. We model the 
system using the RO-EATS algorithm as a load 
dependent MlMlm server. The service rate depends on 
the number of messages staying in the system. The 
steady-state probability can he determined as following 
formula after the message arrival rate and system 
service rate have been fixed. 

Where the M is the number of the nodes in the system; 
I is the mean message generation rate at each node; 
and the Px is the probability of the system to be in the 
state k. 
As a result, the average delay, D, while the system in 
the steady state can be given by: 

5. Comparison of Results 

In this section, we first present the results of the above 
analytical model of the system using the EATS and the 
RO-EATS algorithms respectively. We also present 
results of the simulation experiments of the systems 
using the different algorithms. We compare these 
results to verify the accuracy of the analytical model. In 
both analysis and simulation, we set the parameters of 
system as following: the number of nodes is fixed as 50, 
the number of channels is 4, the average messages 
length is 20 time slots and is following an Exponential 
distribution. These results are shown in the figures 2 - 
4 as following. 

In Figure 2, we present the analytical and simulation 
results. For the analytical results, we can see that when 
the mean message arrival rate varies from 0.002 to 
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Figure 2. Average Delay vs. Average Arrival Rate 

0.005 for each node, the average delay of the messages 
using the EATS algorithm ranges from 21 to 65 time 
slots; while that of the RO-EATS algorithm ranges 
from 22 to 55 time slots. It shows that the RO-EATS 
algorithm has improved the system performance as the 
average delay of the messages in the system using the 
RO-EATS algorithm is quite less than that in the 
system using the EATS algorithm. For the results of 
experiments, it is shown that when the mean message 
arrival rate changes from 0.002 to 0.005 for each node, 
the average delay of the messages using the EATS 
algorithm ranges from 23 to more than 60 time slots; 
while that of the RO-EATS algorithm ranges from 22 to 
slightly more than 50 time slots. The difference on the 
average delay between two algorithms reaches up to 
nearly 20% of the whole average delay value at the 
critical point. The simulation results confirm the fact 
that the RO-EATS algorithm can improve the system 
performance quite a lot as we did by using OUI simple 
mathematical model. This fact has validated our 
approximated analytical model and also verified our 
simulation results. 

We have also conducted some other simulation 
experiments to show the improvements on the other 
system performance metrics by the RO-EATS 
algorithm. One of the results is to show how the system 
throughput is affected by the average message arrival 
rate in Figure 3. 
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Figure 3. Throughput vs. Average Arrival Rate 
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Figure 4. Average Delay vs. Throughput 

In Figure 3, the system throughput is measured hy 
number of packets being transmitted per unit time slot. 
We can see that the throughput of the WDM network 
using RO-EATS algorithm is larger than the 
throughput of the WDM network using the EATS 
algorithm, especially when the average messagc arrival 
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rate reaches the point of 0.004. This fact implies that 
the system using the RO-EATS algorithm has better 

balance the work load. The RO-EATS algorithm can 
not only improve the average message delay but also 
improve the system throughput. 

Networks," ZEEE Journal on Selected Areas of 
Communications, 11 (4), pp. 590-603, May 1993. 

capacity than the system using the EATS algorithm to 4, A, Gantz and y, Gao, ,,Time-wavelength 
Assignment Algorithms for High Performance 
WDM Star Based Systems," ZEEE Transactions on 
Communications, 42(2/3/4), pp. 1827-1836, 

We combine the simulation results shown in Figure 2 
and Figure 3 into Figure 4 to show the relationship 
between the average message delay and the system 
throughput. From this figure, we can see that the 
performance of RO-EATS algorithm is better than that 
of the EATS algorithm in the sense that in a range of 
certain values of system throughput, the average 
message delay of the system using the RO-EATS 
algorithm is always less than that of the system taking 
the EATS algorithm. 

6. Conclusions 

In this paper, we proposed a new reservation-based 
algorithm for scheduling variable-length messages in a 
single-hop WDM passive star network, denoted RO- 
EATS. Unlike many existing reservation-based 
techniques, the proposed algorithm addresses 
message sequencing and channel assignment aspects of 
the scheduling problem simultaneously. RO-EATS is 
shown to reduce the average messages delay and 
increase the system throughput of a WDM network. The 
results of ow analysis and simulation show that the 
more global information on the system states and the 
messages to be transmitted are used, the more 
improvements to the system performance can be 
expected. The main contribution in this paper is that the 
global information on the states of message destination 
nodes has been used to analyze and solve the messages 
blocking problem caused by avoiding receiver collision, 
which is ignored by previous scheduling algorithms. 
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